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About me

• ML Algorithm Engineer @ Ambarella
▶ Deep Learning & Computer Vision research team in Parma

• Head of AI research @ AI for People
• Past researcher & PhD student @ Unibo

▶ Main research interest: Continual learning & generative deep learning
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Ambarella-Vislab

Video demo
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https://youtu.be/x1glAcRP1TM


Ambarella-Vislab

• What we do

▶ State-of-the-art research on autonomous driving
▶ Only company in Italy (and one of the very few in Europe) to be allowed to test and drive in

any road, at any time, with any traffic condition
▶ Both DL-based and classical approach to vehicle control, sensing, vision
▶ Sensing only based on cameras (1 stereo, 5 mono) + radars (soon)

• What we offer

▶ A unique research environment in Italy (maybe in the whole world)
▶ (Very) competitive salary
▶ A lot of benefits

• What we want

▶ You!
▶ Openings for thesis, PhD, job!
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AI for People

Our mission is to learn, pose questions and take initiative on how AI
technology can be used for the social good.
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AI for People

Our Goals

• Shaping AI technology around human and societal needs

• Technological development should always put the interest of the people first

• narrowing the gap between civil society and technical experts
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AI for People
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AI for People
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AI for People

Join us!

We are an open organization, we always welcome new interested people!

• We have periodic meetings open to everyone (∼ once a month)

• Best way to join us: join our Slack channel!

• Send an email to us (check the website)

• Reach us on social networks (we are on Twitter, Linkedin, Instagram, Facebook).

• If you are interested in our initiatives, sign to our monthly newsletter!
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https://join.slack.com/t/aiforpeople/shared_invite/zt-9v5d5b9w-hVmwbBuJua~0vaHEbVIzfA


Intro to AI Ethics

Section 1

Intro to AI Ethics
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Intro to AI Ethics

Let’s talk about random numbers

What is a random number?

A random number is either Pseudo-random or a number generated for, or part of, a set
exhibiting statistical randomness.

Statistical Randomness

A numeric sequence is said to be statistically random when it contains no recognizable
patterns or regularities; sequences such as the results of an ideal dice roll
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Intro to AI Ethics

So, pick a random number between 1 and 10!
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Intro to AI Ethics

But, what about ChatGPT?

Gabriele Graffieti Introduction to AI Ethics July 28, 2023 13 / 55



Intro to AI Ethics

But, what about ChatGPT?

Gabriele Graffieti Introduction to AI Ethics July 28, 2023 13 / 55



Intro to AI Ethics

Results
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Intro to AI Ethics

What this experiment means

• Chinese room argument proved?

• How the model learned about human biases on numbers?

▶ The model is totally different from the human brain and human learning.
▶ Where these biases are in the data?
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Intro to AI Ethics

Biased AI applications
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Intro to AI Ethics

Biased AI data
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Intro to AI Ethics

What is Bias

Definiton

the action of supporting or opposing a particular person or thing in an unfair way, because of
allowing personal opinions to influence your judgment.

Bias is not always unwanted

• Used to perceive possible dangers by almost all animals

• Pareidolia

• Basis of Bayesian Statistics (degree of belief)
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Intro to AI Ethics

Example of Biases in Everyday Life

• Beauty bias

• Halo/Horns effect

• Conformity bias

• Status quo bias

• Authority bias

• Idiosyncratic bias

• ...
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Intro to AI Ethics

How bias can affect a ML model

Problem

• Our healthcare system process thousands of patients every day.

• Every patient is different, with their own medical history and different response to drugs,
surgery, treatments.

• Patient may recover quickly without needing extra care, while other patients may require
extra cures or re-hospitalization.

• Healthcare resources are unfortunately limited.

Requirements

• An AI system that analyzes medical history of a person and predicts if that person will
require additional medical care in the future.
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Intro to AI Ethics

Results
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Intro to AI Ethics

How bias can affect a ML model

Problem

• Our company receives thousands of CVs daily

• The openings are many and different from each other (programmer, marketing,
administrative, sales, . . . )

• Just skim through the CVs requires a lot of time and effort

• Good candidates can be erroneously discarded in this preliminary phase

Requirements

• An AI system that analyze the CV and take only the best candidates
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Intro to AI Ethics

Result
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Intro to AI Ethics

Another...
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Intro to AI Ethics

Well, we can try to fix this right?

Not so easy kiddo!

• This problem is not easily detectable in the first place!

• The people selected are in fact good candidates!

• The prediction of re-hospitalization is very accurate!

• The system still performs better than humans

• All the ML metrics shows absolutely stunning performance!

But if we remove all the gender/race info from the data?

• The AI system can infer them!

▶ From the prevalent male-female colleges / address or geographic info
▶ From sports/activity (cheerleader) / disorders more common in one race
▶ From part of associations (female chess team, . . . ) / level of care received
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Intro to AI Ethics

Are you sure about your data?

• Have you ever checked the labels when you downloaded a dataset?

• Do you know how the data is labeled?

• Have you ever think of possible biases in the data?

• Do you know who labeled the data?

• Do you trust who collected and labeled the data you use?
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Intro to AI Ethics

High risk AI applications

Not a problem if we build course’s projects or even thesis, but...

• Diagnosis applications

• Control of critical infrastructure

• Law enforcement

• Scoring

• Hiring

• . . .
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Intro to AI Ethics

But we can play the devil’s advocate

Humans are not perfect

• Juror decision are affected by sport results

▶ In the US, the best day to have a trial is Monday after a victory of the local football team...
▶ ...and the worst day to have a trial is Monday after a defeat of the local football team

• Juror decision is highly biased toward race and wealth of the defendant

• Human decision making is highly affected by mood, personal concerns, stress, level of
sleep, affinity with the assessed person, stereotypes, . . .

• There is not a universal way to take decisions
→ different cultures = different decision making processes.
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Intro to AI Ethics

But...

What about human-AI collaboration?

• Seems the perfect solution...

▶ What if AI is right 99.999% of the time?
▶ Should the human check every time?
▶ There are cognitive biases whereby after some time the human unconsciously trust AI and

they no longer be able to spot AI errors.
▶ What if AI is right but the human overcome the decision?
▶ And what if AI is wrong but is so powerful that can convince the human?
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Intro to AI Ethics

https://futurism.com/top-google-result-edward-hopper-ai-generated-fake
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Intro to AI Ethics

Ethics

What is Ethics

• Nobody really knows!

• The discipline concerned with what is morally good and bad and morally right and wrong.

• Its subject consists of the fundamental issues of practical decision making, and its major
concerns include the nature of ultimate value and the standards by which human actions
can be judged right or wrong.

What is AI ethics

• AI ethics is a set of guidelines that advise on the design and outcomes of artificial
intelligence.

• The definition of a set of moral values that AI must comply with, and the development a
set of regulation, guidelines, and constraints that AI development must follow.
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Intro to AI Ethics

Ethics is not a simple subject
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Intro to AI Ethics

Questions? Discussion?
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Ethics on a Broader Perspective

Section 2

Ethics on a Broader Perspective
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Ethics on a Broader Perspective

Scoring

https://gptzero.me
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Scoring
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Ethics on a Broader Perspective

Privacy & Ownership
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Ethics on a Broader Perspective

Privacy & Ownership

• What about code?

• What kind of license applies to ChatGPT generated code is still not clear.

• Legally, the implications of using chatGPT generated code in commercial product are still
unknown.
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Ethics on a Broader Perspective

Who Owns AI?

AI needs (a big) infrastructure

• The algorithm is just a small part of the product.

• Computational capabilities (computational power and memory) are fundamental.

• Only the biggest companies have the workforce to maintain a solid infrastructure.
→ Substantial advantage over smaller companies or academia.

AI needs (a lot of) data

• Data is essential to reproduce results.

• Data is often more important than algorithm (who owns data?)

• Big tech companies have the possibility to acquire a huge amount of data daily.
→ Substantial advantage over smaller companies or academia.
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Ethics on a Broader Perspective

The Myth of AI Democratization I

AI big companies claim to be democratic

• Sharing their research (e.g. arXiv).

• Sharing their code (e.g. github).

• Sharing their frameworks (e.g. Tensorflow).

• Sharing their infrastructure (?) (e.g. colab).

Technology democratization

[...] at an increasing scale, consumers have greater access to use and purchase technologically
sophisticated products, as well as to participate meaningfully in the development of these
products.
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Ethics on a Broader Perspective

White House meeting on the threat of AI - May 5, 2023
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Ethics on a Broader Perspective

The Guardian - May 16, 2023

The Verge - May 25, 2023
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Ethics on a Broader Perspective

The Myth of AI Democratization II

Why AI democracy is important

• Avoid monopolies.

• Democratization means that everyone gets the opportunities and benefits of artificial
intelligence.

• Openness in AI development is proved to be beneficial to the development of better
technologies.
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Ethics on a Broader Perspective

https://www.semianalysis.com/p/google-we-have-no-moat
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Final remarks

Section 3

Final remarks
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Final remarks

Some Countermeasures I

Use explainable models

• An artificial intelligence model can be white box by design.
▶ E.g. symbolic reasoning systems.

• We can theoretically know the output of the system for every possible input.

• We can inspect the system in order to find biases and weaknesses.

• A white box model is easier to fix.

• Explainability a priori.

Gabriele Graffieti Introduction to AI Ethics July 28, 2023 47 / 55



Final remarks

Some Countermeasures II

Explain black box models

• Attention models.
• Test the model with different data until the reasons of the input-output mapping is
inferred.
▶ E.g. cover portions of images until the most important patch is found.
▶ E.g. change the data in a loan request until the bank’s AI system accept/reject it.

• Explainability a posteriori.
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Final remarks

Some Countermeasures III

Image from “Visualizing and Understanding Convolutional Networks”, Zeiler et al.
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Final remarks

Some Countermeasures IV

Use adversarial training

• Train/build your AI model using the data.

• Train a generator in order to trick your model.

▶ Start from a correctly predicted data point.
▶ Change the data point maximizing the ”wrongness” of your AI model while minimizing the

different from the original data point.

• A slight change on one property of your data may heavily influence the prediction of your
model.

• Retrain/rebuild your model using the new insights.

▶ If both models are ML-based you can train them together (GAN-style).
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Final remarks

To sum up

Ethics in AI is still an open issue

• Generally it was not taught to AI scholars

• In the last few years ethics was overshadowed by the incredible results of AI systems

• Only now AI is so pervasive that can greatly affect people’s life.

But is becoming an high considerable property of present and future AI systems

• Many companies have started hiring ethicists in their AI teams

• The EU is planning to propose a regulation of AI and its applications

• Many top conferences requires to discuss the ethics of any submission
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Final remarks

Some advice

• Always think about the possible (ethical) problems of your AI system

• Spend a lot of time to think about data, how it was acquired, how it was labeled, the
level of generalization, . . .

• Try to maintain a collaboration with AI ethicists, AI philosophers, people who care and
know about ethics

• Do not fall for easy and fast enthusiasm: the possible bad outcomes are often hidden and
difficult to spot.

• Be an advocate for ethical AI systems

• How AI take decisions is often totally different from how humans take the same
decision!
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Final remarks

About me

• Contact me (do it!) if you are interested in the following topics:
▶ Self-driving cars
▶ Neural style transfer, image2image translation
▶ Continual learning
▶ Bio-inspired models
▶ AI ethics, policy, AI for social good (with AI for People).

• Mail:
▶ gabriele.graffieti@gmail.com (general)
▶ ggraffieti@ambarella.com (Self-driving cars)
▶ research@aiforpeople.org (ethics)

• You can also reach me on:
▶ Twitter: @ggraffieti
▶ Linkedin: Gabriele Graffieti
▶ Other socials: no assurance of response
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Question time
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